
The predatory fantasy of worker empowerment in AI marketing

JUSTINE ZHANG, University of Michigan, USA

SU LIN BLODGETT,Microsoft Research, Canada

NINA MARKL, University of Essex, UK

1 INTRODUCTION

A major recent advancement in the field of AI has been the packaging of AI models as products. Companies like OpenAI
and Anthropic, ostensibly concerned with the engineering of superintelligent machines, now wrap fantasies of artificial
general intelligence in sales pitches. For instance, the latest version of Claude is not just Anthropic’s “most intelligent
model to date” [5]; it’s also “your thinking partner” that “solves your toughest challenges” while “amplifying your
creative potential,” purchasable for yourself, your team, your enterprise, or your educational institution [6]. Just a
few years earlier, the idea of AI loomed ominously over the labour market—humanlike robots would one day replace
workers, threatening mass unemployment [12]. However, Claude and its competitors are now framed by their vendors
as tools that empower workers, materializing a long-standing orientation towards technology in HCI and design circles
expressed in keywords like “human-centred AI” and in Steve Jobs’ metaphor of computers as “bicycles for the mind” [33].

Critical computing scholars have repeatedly demonstrated how promises of technologically-enacted empowerment
produce positive feelings about capitalist social orders while casting their structural injustices as private personal
problems [25, 30, 34]. Adopting this sensibility, we examine tech companies’ messaging of AI as products for empowering
workers. There is a stick to the carrot, of course—those who do not join the many organizations featured in positive
testimonials (“GPT-4 deepens the conversation on Duolingo” [41]; “CodeGPT leverages Llama to boost developer
productivity” [35]) will fall to the wayside in the AI-driven world that the AI industry is invested in bringing into being.
AI, after all, is supposed to be for everyone, interpellated by the unspecified “you” recurring across companies’ websites.
What does it say about you if you fail to avail yourself of the many learning resources, demonstrative “recipes” [38],
and user-friendly interfaces these companies offer, in preparing for the future of work?

We suggest that AI companies have grafted a fantasy of AI-empowered work onto longer-running imaginaries that
idealize certain types of workers. In particular, recent discourses about AI, that cast it as an endlessly-capable and
rapidly advancing technology that “helps you do your best work” [4], are converging with another prevalent discourse
that’s emerged over the last few decades. This discourse casts the ideal worker as possessing a diverse portfolio of
skills, always self-improving, with an unshakeably positive disposition towards a labour market rendered dynamic and
uncertain by inevitable technological progress [8, 55]. The figure of this so-called entrepreneurial worker indexes an
unforgiving set of social conditions, as decades of sluggish economic growth have led to a persistently low demand
for labour [9]. Capitalist economies have always come with ideologies for inducing workers to affirmatively opt into
their own exploitation [14]. This reification of entrepreneurialism—as motivation for workers to press on in the face
of unending precarity and seize whatever opportunities come along; as mechanism of responsibilization for their
all-too-likely failures—is the latest iteration, tailored to the present moment.

Via critically analyzing the marketing performed by AI companies in the course of their project of political domination,
we therefore argue that the AI industry exacts a steep ideological cost. Under the guise of empowerment, the fantasy of
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the AI-empowered worker entrenches workers’ participation in systems that exploit them, and that tether them to the
broader infrastructures of predation that constitute modern AI.

2 THE LATEST TRENDS IN AI MARKETING

In ongoing research, we’ve been performing a critical discourse analysis [20] of the messaging produced by AI companies
to announce different versions of their large language models (LLMs). We’ve collected a corpus of webpages and technical
reports, from OpenAI’s release of GPT-1 in 2018 to Anthropic’s release of Claude 4 in 2025. We find that companies’
framings of what LLMs are have shifted, corresponding to an increasingly conspicuous fusion of academia and industry.
Early models were presented as scientific objects (e.g., [18, 46]) in papers addressed to computer science researchers;
announcements of the most recent models are primarily addressed to the people and firms who might potentially pay
for the LLM products on offer. While companies have maintained an interest in artificial general intelligence (OpenAI:
“our mission is to ensure that artificial general intelligence benefits all of humanity” [42]), they now market their models
as the ultimate general-purpose tools.

The discursive construction of LLMs as tools, in addition to artificial intelligences, embeds a remarkably instrumental
view of language: what matters is not language’s semiotic content or its social value per se, so much as its utility for
performing tasks. Per OpenAI’s paper describing GPT-2, “language provides a flexible way to specify tasks, inputs, and
outputs all as a sequence of symbols” [47]; a key payoff of collecting a large training dataset is that it would contain
“natural language demonstrations of tasks in as varied of domains and contexts as possible” [47], that a model could
potentially take up. When GPT-2 was released, “tasks” had a relatively narrow, field-specific meaning: it pointed to the
sorts of evaluations that, to natural language processing researchers, tested models for their language understanding
abilities, like question answering, machine translation, and summarization. However, the paper also mentions more
speculatively that “GPT-2 is able to write news articles about the discovery of talking unicorns” [47].

The scope of tasks that language can specify, and that LLMs can perform, has since ballooned; “just ask and ChatGPT
can help with writing, learning, brainstorming, and more” [43]. Or, as rendered on Anthropic’s website, “right now,
people are asking Claude to”—followed by a span of text that changes every few seconds, listing such tasks as “review
a job contract,” “debug a wedding website,” or “create a 30 day meal plan” [6]. Indeed, companies often format their
descriptions of the apparently immense power of recent LLMs as lists of things. Alongside use cases, such lists could
contain capabilities—per Meta, Llama 4’s “class-leading capabilities” include “natively multimodal,” “unparalleled
long context,” “expert image grounding,” and “multilingual writing” [37]—and quantitative benchmarks—OpenAI’s
o4-mini model “outperforms its predecessors” on evaluation frameworks for coding, “agentic tool use,” and multimodal
reasoning, alongside high school math competitions [44]. These lists have an open-ended quality: they could be, and
sometimes are, concluded with “and more.” They are not meant to enumerate a closed ontology, as in earlier papers
listing conventionalized NLP evaluations; rather, they suggest an unbounded landscape.

As numerous critics have shown, such claims are replete with logical faults [28], starting from the absurd premise
of “general purpose” [48]. It is unclear how the generative paradigm LLMs use could appropriately perform the vast
majority of functions on offer [10, 32, 52]. List entries are often clearly not of the same type (is “long context,” i.e.,
the capacity to process large inputs, comparable to the ability to write in some unstated number of languages?). Nor
could the large number of listed things plausibly be construed as verifiable or quantifiable; many commentators have
emphasized that claims made by companies about their LLMs tend to be inflated in self-interested ways [26] or muddied
by the contingencies of concept operationalization and measurement [31, 57].
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3 AI-AUGMENTED SKILLS DISCOURSES

Rather than parsing AI marketing discourses as bad science, we interpret them in relation to what Urciuoli [55] terms
“skills discourses,” that construct workers as “bundles of skills,” and that advise or exhort workers on the skills they
should acquire or enhance. Skills, such as leadership, Photoshop, and French, “cover a range of disparate practices,
knowledge, and ways of acting and being” [55]. Collections of skills are not coherent because they are of a type, but
rather because they index certain social conditions with certain norms for interpreting them: “skills [are] aspects of
personhood with exchange value on the labour market” [55], legible to managers and potential employers, and they
are assumed to be comparable and quantifiable, even if specifically how is left open. There are many possible skills
(as one career service website suggests, “each person has approximately 700 different skills in their repertoire” [55]);
collectively, they triangulate a particular, post-Fordist world. Skills—often “soft,” or pertaining to communication—are
highly valued in the information and service economies emblematic of the present [45, 51, 55].

Indeed, the peculiar discursive character of “skills” links to the social conditions in which skills discourses circulate.
Since the deindustrialization ofWestern economies in the 1970s, the “skill” category has “expanded almost exponentially”
[45], shifting from primarily technical abilities in particular crafts to vaguer, “softer,” personal qualities. In an increasingly
precarious labour market, “workers had to become their own managers, eking out a living from serial opportunities”
[51]. “Skills” enable such entrepreneurial workers to develop “a stock of qualifications” like a “portfolio” [14], thus
maximizing their adaptability to any job that comes their way [8]. Recent additions to the skills pantheon that have
cycled through with the arrival of the digital, social media, and AI eras, and amid the unceasingly dismal labour market,
include coding, content creation, and prompt engineering.

We suggest that the discourses produced by AI companies can be read as riffs on skills discourses, appending to
“skills” “capabilities” and “tasks” that collectively evoke a multivariate information-age aptitude. If being a good worker
involves the accumulation of skills, why not use an AI helper that can increase your skill portfolio, thus “expand[ing]
what you can do” [6]? Indeed, many of the example use cases listed across company websites—develop a sales pitch,
debug some code, plot some data—point to standard competencies of a worker that could plausibly be employed at one
of the many companies offering product testimonials. Just as skills discourses blur the lines between self and work
[51, 55], such use cases are interleaved with others that are more oriented towards self-management—create a morning
routine, plan a “mental health day” [43], help to pick an outfit.

Having AI handle all of these things means that one is capitalizing on the latest technological advances in “frontier
intelligence” [6] to “find new insights,” “increase productivity” [43] and “build your greatest ideas” [36]—all prototypical
qualities of the entrepreneurial worker-self. Indeed, LLMs are perhaps ideal instruments for a contemporary, highly en-
textualized mode of self-improvement, characterized by “textual practices that allow individuals to reflect on themselves
and to monitor or adjust their life projects and ambitions” [17], and inculcated through professional training schemes
and care modalities like cognitive behavioural therapy [51, 58]. For instance, to “give Claude a try,” Anthropic suggests
such inputs as “How can I build a meaningful side project in life’s margins?” and “After 15 years of real work, how
do I write as myself, not another ‘hustle culture’ clone?” [6]. If “language is the medium through which a neoliberal
rationality is circulated” [17], then perhaps LLM-as-worker-empowering-product represents neoliberalism’s pinnacle.

4 RISKS AND MITIGATIONS

AI marketing discourses evince a brutal indifference to the myriad things that people do. It is unclear whether LLMs
can “extract patterns in these PDFs” [6], “give me ideas for what to do with my kids’ art” [43], and “write a beginner’s
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guide to gardening” [6] in ways that are meaningfully accountable to the particular social relations that structure such
activities [10]. Moreover, as with skills discourses, to list these activities in a boundless, undifferentiated collection
annihilates the sociocultural distinctions between them [55]. Stripped of substance, they are rendered as comparable,
interpretable with respect to their exchange value, and doable with the help of whichever AI product is being sold. As
such, in evoking a spectacular fantasy of “doing your best work,” these discourses “enact a widespread devaluation of
the human qualities that the technology purports to reproduce” [29], projecting a regime where workers do not own
but rather rent a staggering diversity of means of production from AI companies [49].

“Empowered” by AI, the entrepreneurial worker reproduced in such discourses cannot escape their domination [15].
AI companies may promise workers enhanced powers to make work better, but possible improvements are limited,
absent a reversal of long-term economic trends, more redistributive social programs, and less exploitative workplaces.
The dire need for political action is instead laundered as a matter of personal responsibility, “neatly resolv[ing] the
contradiction between the imperative to work under capitalism and the scarcity of work created by its advanced
corporate form” [8]. AI will help you become your best self in work and life; if that doesn’t happen, you’re not using
it correctly. The fantasy of AI thus instruments the structural disempowerment of workers, subscribing them to an
endless cycle of exhaustion [13] while foreclosing their recognition of their collective vulnerability [8, 15].

Enjoined to make a neocolonial infrastructure of land and labour expropriation [39, 53, 56]—packaged as a sleek
user interface—a central part of their work lives, workers are cast as the ultimate unethical consumer under capitalism.
AI companies do nod to the various costs of building and deploying AI systems at scale; companies—especially in
increasingly lengthy technical reports—speak of “mitigations” [40], “responsibility” [23], and “risks” [7]. But what sorts
of risks—itself a loaded construction [49]—must be addressed, and how, is refracted through these companies’ interests: a
heavy focus on AI safety (a well-funded “epistemic community” [3] with quasi-millenarian concerns [22]), an occasional
(depoliticized [11]) interest in bias, scant discussion of climate, labour and data (perhaps because, per a former Meta
executive, asking permission for training data collection would “kill the AI industry” [50]), and a conspicuous absence
of references to deployment in genocidal violence and surveillance [19, 24]. Prospective LLM users are to engage with
such matters in the grammar of conspicuous consumption: if you’re put off by OpenAI’s many newsworthy scandals,
why not try Anthropic instead? Refusal [21]—to use such systems, to invest in such political formations—is, of course,
not a valid consumer choice.

5 CONCLUSION

In selling a product that projects a particular imaginary of entrepreneurial subjecthood, AI companies are extending
a long-running assault on the working class [16, 27], anointed decades ago in Margaret Thatcher’s proclamation that
“there is no such thing as society.” In the world that these companies are trying to make, workers will continue to be
exploited and exhausted, or discarded as surplus, and this will continue to be made out to be workers’ own faults.

Do workers really subscribe to this predatory fantasy of AI-empowered work? In our own jobs, it can often seem as if
overwhelming numbers of people—colleagues, managers, students—are using AI products. But perhaps this broad uptake
is the result of coercion as well as enchantment, enacted via AI-by-default product designs and managerial directives.
And, in the past few years, there have been numerous examples that suggest other, counterveiling imaginaries. At many
workplaces, including those figured in marketing discourses as sites for AI-enabled transformation, workers have been
recognizing their interdependence and fashioning this recognition into counterhegemonic political action [1, 2, 54].
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